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AccountabilityAccountability
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More Explainability, Policy, and Poli�cs
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Readings
Required reading:

Google PAIR. People + AI Guidebook. Chapter: 
. 2019.

Recommendedr hoeading:
Metcalf, Jacob, and Emanuel Moss. "

." Social
Research: An Interna�onal Quarterly 86, no. 2 (2019): 449-476.

Explainability and
Trust

Owning ethics: Corporate
logics, silicon valley, and the ins�tu�onaliza�on of ethics
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https://pair.withgoogle.com/chapter/explainability-trust/
https://datasociety.net/wp-content/uploads/2019/09/Owning-Ethics-PDF-version-2.pdf


Learning Goals
Explain key concepts of transparency and trust
Discuss whether and when transparency can be abused to game
the system
Design a system to include human oversight
Understand common concepts and discussions of
accountability/culpability
Cri�que regula�on and self-regula�on approaches in ethical
machine learning
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Transparency
Transparency: users know that algorithm exists / users know how the
algorithm works
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Listening to The Cure and thinking about the Bomb
@TheWrongNoel · Follow

A friend of mine has been trying to hire a new 
employee for her department in a medium-sized 
org. After advertising several times with few 
applicants, and a couple of rounds of interviews, 
the new employee is less than great. Then she 
discovered there were other applicants ...
5:01 AM · Nov 14, 2019

Read the full conversation on Twitter

12.2K Reply Copy link to Tweet

Read 380 replies
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https://twitter.com/TheWrongNoel?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/TheWrongNoel?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/TheWrongNoel?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/intent/follow?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&screen_name=TheWrongNoel
https://twitter.com/TheWrongNoel/status/1194842728862892033?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/TheWrongNoel/status/1194842728862892033?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://help.twitter.com/en/twitter-for-websites-ads-info-and-privacy
https://twitter.com/TheWrongNoel?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/TheWrongNoel/status/1194842728862892033?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/intent/like?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&tweet_id=1194842728862892033
https://twitter.com/intent/tweet?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&in_reply_to=1194842728862892033
https://twitter.com/TheWrongNoel/status/1194842728862892033?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1194842728862892033%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F


Case Study: Facebook's Feed Cura�on

Eslami, Motahhare, et al. 
. In Proc. CHI, 2015.

I always assumed that I wasn't really that close to [her]: Reasoning about
Invisible Algorithms in News Feeds
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http://eslamim2.web.engr.illinois.edu/publications/Eslami_Algorithms_CHI15.pdf


Case Study: Facebook's Feed Cura�on
62% of interviewees were not aware of cura�on algorithm
Surprise and anger when learning about cura�on

Learning about algorithm did not change sa�sfac�on level
More ac�ve engagement, more feeling of control

"Par�cipants were most upset when close friends and family were not
shown in their feeds [...] par�cipants o�en a�ributed missing stories to
their friends’ decisions to exclude them rather than to Facebook News
Feed algorithm."
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The Dark Side of Transparency
Users may feel influence and control, even with placebo controls
Companies give vague generic explana�ons to appease regulators

Vaccaro, Kristen, Dylan Huang, Motahhare Eslami, Chris�an Sandvig, Kevin Hamilton, and Karrie
Karahalios. "The illusion of control: Placebo effects of control se�ngs." In Proc CHI, 2018.
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Appropriate Level of Algorithmic
Transparency
IP/Trade Secrets/Fairness/Percep�ons/Ethics?

How to design? How much control to give?
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Gaming/A�acking the
Model with Explana�ons?
Does providing an explana�on allow customers to 'hack' the system?

Loan applica�ons?
Apple FaceID?
Recidivism?
Auto grading?
Cancer diagnosis?
Spam detec�on?
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Gaming the Model with Explana�ons?
Teaching Teaching & Understanding Understanding (3/3)Teaching Teaching & Understanding Understanding (3/3)
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https://www.youtube.com/watch?v=w6rx-GBBwVg


Gaming the Model with Explana�ons?
A model prone to gaming uses weak proxy features
Protec�ons requires to make the model hard to observe (e.g.,
expensive to query predic�ons)
Protec�ng models akin to "security by obscurity"
Good models rely on hard facts that relate causally to the outcome <-
hard to game

IF age between 18–20 and sex is male THEN predict arrest 
ELSE IF age between 21–23 and 2–3 prior offenses THEN predict 
ELSE IF more than three priors THEN predict arrest 
ELSE predict no arrest 
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Human Oversight and
Appeals

18




Human Oversight and Appeals
Unavoidable that ML models will make mistakes
Users knowing about the model may not be comfor�ng
Inability to appeal a decision can be deeply frustra�ng

DHH · Nov 8, 2019
@dhh · Follow
Replying to @dhh

I wasn’t even pessimistic to expect this outcome, but here we are: 
@AppleCard just gave my wife the VIP bump to match my credit 
limit, but continued to be an utter fucking failure of a customer 
service experience. Let me explain...

DHH
@dhh · Follow

She spoke to two Apple reps. Both very nice, 
courteous people representing an utterly broken and 
reprehensible system. The first person was like “I don’t 
know why, but I swear we’re not discriminating, IT’S 
JUST THE ALGORITHM”. I shit you not. “IT’S JUST 
THE ALGORITHM!”.
11:20 PM · Nov 8, 2019

4.3K Reply Copy link

Read 60 replies 19


https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh/status/1192944667202998272?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/intent/follow?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&screen_name=dhh
https://twitter.com/dhh/status/1192944667202998272?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh/status/1192928881088458753?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/AppleCard?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es2_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/dhh?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://twitter.com/intent/follow?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&screen_name=dhh
https://twitter.com/dhh/status/1192945019230945280?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F
https://help.twitter.com/en/twitter-for-websites-ads-info-and-privacy
https://twitter.com/intent/like?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&tweet_id=1192945019230945280
https://twitter.com/intent/tweet?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F&in_reply_to=1192945019230945280
https://twitter.com/dhh/status/1192945019230945280?ref_src=twsrc%5Etfw%7Ctwcamp%5Etweetembed%7Ctwterm%5E1192945019230945280%7Ctwgr%5E%7Ctwcon%5Es1_&ref_url=file%3A%2F%2F%2Fhome%2Frunner%2Fwork%2Fseai%2Fseai%2Flectures%2F_static%2F19_transparency%2Ftransparency.html%3Fprint-pdfshowNotes%3Dseparate-pagepdfMaxPagesPerSlide%3D1%2F


Capacity to keep humans in the loop?
ML used because human decisions as a bo�leneck

ML used because human decisions biased and inconsistent

Do we have the capacity to handle complaints/appeals?

Wouldn't reintroducing humans bring back biases and
inconsistencies?

20




Designing Human Oversight
Consider the en�re system and consequences of mistakes

Deliberately design mi�ga�on strategies for handling mistakes

Consider keeping humans in the loop, balancing harms and costs
Provide pathways to appeal/complain? Respond to complains?
Review mechanisms? Can humans override tool decision?
Tracking telemetry, inves�ga�ng common mistakes?
Audit model and decision process rather than appeal individual
outcomes?

21




Accountability and
Culpability
Who is held accountable if things go wrong?

23




On Terminology
accountability, responsibility, liability, and culpability all overlap in
common use
all about assigning blame -- responsible for fixing or liable for
paying for damages
liability, culpability have legal connota�on
accountability, responsibility tend to describe ethical aspira�ons
see legal vs ethical earlier

24




On Terminology
Academic defini�on of accountability:

That is accountability implies some oversight with ability to penalize

Wieringa, Maranke. "
." In Proceedings of the Conference on Fairness, Accountability, and

Transparency, pp. 1-18. 2020.

A rela�onship between an actor and a forum, in which the actor has an
obliga�on to explain and to jus�fy his or her conduct, the forum can pose
ques�ons and pass judgement, and the actor may face consequences.

What to account for when accoun�ng for algorithms: a systema�c literature
review on algorithmic accountability
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https://dl.acm.org/doi/abs/10.1145/3351095.3372833


Who is responsible?
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Who is responsible?
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Who is responsible?
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THE SOFTWARE IS PROVIDED “AS IS”, WITHOUT WARRANTY OF ANY
KIND, EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR
PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM,
DAMAGES OR OTHER LIABILITY, WHETHER IN AN ACTION OF
CONTRACT, TORT OR OTHERWISE, ARISING FROM, OUT OF OR IN
CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER
DEALINGS IN THE SOFTWARE.
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Software engineers got (mostly) away with declaring not to be liable

Speaker notes



Easy to Blame "The Algorithm" / "The
Data" / "So�ware"

But system was designed by humans
But humans did not an�cipate possible mistakes, did not design to
mi�gate mistakes
But humans made decisions about what quality was good enough
But humans designed/ignored the development process
But humans gave/sold poor quality so�ware to other humans
But humans used the so�ware without understanding it
...

"Just a bug, things happen, nothing we could have done"
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Results from the 2018 StackOverflow Survey
31



https://insights.stackoverflow.com/survey/2018/#technology-and-society


What to do?
Responsible organiza�ons embed risk analysis, quality control, and
ethical considera�ons into their process
Establish and communicate policies defining responsibili�es
Work from aspira�ons toward culture change: baseline awareness
+ experts
Document tradeoffs and decisions (e.g., datasheets, model cards)
Con�nuous learning
Consider controlling/restric�ng how so�ware may be used,
whether it should be built at all
And... follow the law
Get started with exis�ng guidelines, e.g., in AI Ethics Guidelines
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https://algorithmwatch.org/en/ai-ethics-guidelines-global-inventory/


(Self-)Regula�on and Policy

34
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Policy Discussion and Frameing
Corporate pitch: "Responsible AI" ( , , )
Counterpoint: Ochigame 

, The Intercept
2019

"The discourse of “ethical AI” was aligned strategically with a Silicon
Valley effort seeking to avoid legally enforceable restric�ons of
controversial technologies."

Self-regula�on vs government regula�on? Assuring safety vs
fostering innova�on?

Microso� Google Accenture
"The Inven�on of 'Ethical AI': How Big

Tech Manipulates Academia to Avoid Regula�on"

37


https://www.microsoft.com/en-us/ai/responsible-ai
https://ai.google/responsibilities/responsible-ai-practices/
https://www.accenture.com/_acnmedia/pdf-92/accenture-afs-responsible-ai.pdf
https://theintercept.com/2019/12/20/mit-ethical-ai-artificial-intelligence/
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https://www.forbes.com/sites/cognitiveworld/2020/03/01/this-is-the-year-of-ai-regulations/#1ea2a84d7a81


“Accelera�ng America’s Leadership in
Ar�ficial Intelligence”

Tone: "When in doubt, the government should not regulate AI."

“the policy of the United States Government [is] to sustain and enhance
the scien�fic, technological, and economic leadership posi�on of the
United States in AI.” -- White House Execu�ve Order Feb. 2019
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https://www.whitehouse.gov/articles/accelerating-americas-leadership-in-artificial-intelligence/




3. Setting AI Governance Standards: "foster public trust in AI systems by establishing guidance for AI development. [...] help Federal regulatory agencies develop and
maintain approaches for the safe and trustworthy creation and adoption of new AI technologies. [...] NIST to lead the development of appropriate technical standards
for reliable, robust, trustworthy, secure, portable, and interoperable AI systems."

Speaker notes



Jan 13 2020 Dra� Rules for Private Sector
AI

Public Trust in AI: Overarching theme: reliable, robust, trustworthy AI
Public par�cipa�on: public oversight in AI regula�on
Scien�fic Integrity and Informa�on Quality: science-backed regula�on
Risk Assessment and Management: risk-based regula�on
Benefits and Costs: regula�on costs may not outweigh benefits
Flexibility: accommodate rapid growth and change
Disclosure and Transparency: context-based transparency regula�on
Safety and Security: private sector resilience

Dra�: Guidance for Regula�on of Ar�ficial Intelligence Applica�ons
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https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf


Other Regula�ons
China: policy ensures state control of Chinese companies and over
valuable data, including storage of data on Chinese users within the
country and mandatory na�onal standards for AI
EU: Ethics Guidelines for Trustworthy Ar�ficial Intelligence; Policy
and investment recommenda�ons for trustworthy Ar�ficial
Intelligence; dra� regulatory framework for high-risk AI
applica�ons, including procedures for tes�ng, record-keeping,
cer�fica�on, ...
UK: Guidance on responsible design and implementa�on of AI
systems and data ethics
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Call for Transparent and Audited Models

For high-stakes decisions
... with government involvement (recidivism, policing, city planning, ...)
... in medicine
... with discrimina�on concerns (hiring, loans, housing, ...)
... that influence society and discourse? (algorithmic content amplifica�ons,
targeted adver�sement, ...)

Regulate possible conflict: Intellectual property vs public welfare

Rudin, Cynthia. "Stop explaining black box machine learning models for high stakes decisions and
use interpretable models instead." Nature Machine Intelligence 1.5 (2019): 206-215. ( )

"no black box should be deployed when there exists an interpretable model with the
same level of performance"

Preprint 42


https://arxiv.org/abs/1811.10154


Cri�cism: Ethics Washing, Ethics Bashing,
Regulatory Capture
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Summary
Transparency goes beyond explaining predic�ons
Plan for mistakes and human oversight
Accountability and culpability are hard to capture, li�le regula�on
Be a responsible engineer, adopt a culture of responsibility
Regula�ons may be coming
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