FAIRNESS: BEYOND MODEL

Metric #1,284.

Okay, the True Positives divided by the False
Positives, multiplied by the fotal number of
Negative Predictions, plus the femperature of
the room, multiplied by the neqative
exponential of the number of words in this
sentence, should be the same for all sensitive
| groups.

What are we
measuring uguin?

\ Fairness.
Right.
|




Eunsuk Kang

Required reading: Os Keyes, Jevan Hutson, Meredith Durbin. A Mulching Proposal: Analysing and Improving an
Algorithmic System for Turning the Elderly into High-Nutrient Slurry. CHI Extended Abstracts, 2019.


https://dl.acm.org/doi/pdf/10.1145/3290607.3310433

LEARNING GOALS

Understand the role of requirements engineering in selecting ML fairness
criteria

Understand the process of constructing datasets for fairness

Consider the potential impact of feedback loops on Al-based systems and
need for continuous monitoring

Consider achieving fairness in Al-based systems as an activity throughout
the entire development cycle



BUILDING FAIR ML SYSTEMS

Recall: Fairness must be considered throughout the ML lifecycle!

’ b ~ 3 Is an algorithm an ethical
Does the model encourage Problem i ?
H - Faadback ; solution to our problem?

feedback loops that can produce Formation s algorithm misusable in other

increasingly unfair outcomes? contexte?
k. g ‘ " Does our data include enough e
minority samples? Is the data
skewed? Can we collect more data or

“Are we deploying our (D reweight?

maodel on a population Deployment 7 | & Dattase;tr ; Are there missing/biased features?
5 L p onstruction s _
that ok did not train/ s m l Was our historical data generated by
test on? : a biased processed that we reify?
Do our labels reinforce stereotypes?
Do we need to apply debiasing
algorithms to preprocess our data?
]
. “ 15 the objective function in line with
; Testlng Algorithm . oypicsr
\ P lection '
Have we evaluated the model using| " 9¢€53 St . Do we need to include fairness
relevant fairness metrics? | constraints in the function?
P o our proxies really measure what we
Do our selected fairness metrics Training D Il hat
capture our customers needs? e o think they do?
Can we evaluate the model on Do we need to model minority
5 = 5 5 5P )
Emth{.r datasets beyond test set: g ._populations separately?




Fairness-aware Machine Learning, Bennett et al., WSDM Tutorial (2019).



FAIRNESS DEFINITIONS:
REVIEW



REVIEW OF DEFINITIONS
SO FAR:

Recidivism scenario: Should a person be
detained?

e Anti-classification: ?
e Group fairness: ?
e Separation:?







REVIEW OF DEFINITIONS SO FAR:

Recidivism scenario: Should a defendant be detained?

Anti-classification: Race and gender should not be considered for the
decision at all

Group fairness: Detention rates should be equal across gender and race
groups

Separation: Among defendants who would not have gone on to commit a
violent crime if released, detention rates are equal across gender and race
groups

Q. But how do we decide which of these definitions to use?



REQUIREMENTS
ENGINEERING FOR
FAIRNESS



RECALL: MACHINE VS WORLD

Input devices

mo-nltored (e.£. sensors) input data
variables

Environment
Contrm 0utput devices OUtpUt FESU|tS
variables (e.g. actuators)

e No ML/AI lives in vacuum; every system is deployed as part of the world
e Arequirement describes a desired state of the world (i.e., environment)
e Machine (software) is created to manipulate the environment into this state



REQUIREMENTS FOR FAIR ML SYSTEMS



REQUIREMENTS FOR FAIR ML SYSTEMS

e Understand the environment and its assumptions
= Who are the stakeholders? Any disadvantaged groups?
= Whatis the target population distribution like?



REQUIREMENTS FOR FAIR ML SYSTEMS

e Understand the environment and its assumptions
= Who are the stakeholders? Any disadvantaged groups?
= Whatis the target population distribution like?
e |dentify fairness requirements
= What is the ultimate goal of the system being developed?
= What types of harm can be caused as side effects?
= Are we trying to achieve equality vs. equity?
= Are there are any legal requirements to consider?



"FOUR-FIFTH RULE" (OR "80% RULE")

S(PR=1[A=a])/(P[R=1|A=b])\geq0.85



"FOUR-FIFTH RULE" (OR "80% RULE")
S(PR=1|A=a])/ (P[R=1|A=b]) \geq 0.85

e Selection rate for a protected group (e.g., SA = a$) < 80% of highest rate =>
selection procedure considered as having "adverse impact"



"FOUR-FIFTH RULE" (OR "80% RULE")
S(PR=1|A=a])/ (P[R=1|A=b]) \geq 0.85

e Selection rate for a protected group (e.g., SA = a$) < 80% of highest rate =>
selection procedure considered as having "adverse impact"

e Guideline adopted by Federal agencies (Department of Justice, Equal
Employment Opportunity Commission, etc.,) in 1978



"FOUR-FIFTH RULE" (OR "80% RULE")

S(PR=1[A=a])/(P[R=1|A=b])\geq0.85

e Selection rate for a protected group (e.g., SA = a$) < 80% of highest rate =>
selection procedure considered as having "adverse impact"

e Guideline adopted by Federal agencies (Department of Justice, Equal
Employment Opportunity Commission, etc.,) in 1978

e |fviolated, must justify business necessity (i.e., the selection procedure is
essential to the safe & efficient operation)



"FOUR-FIFTH RULE" (OR "80% RULE")
S(PR=1|A=a])/ (P[R=1|A=b]) \geq 0.85

Selection rate for a protected group (e.g., SA = a$) < 80% of highest rate =>
selection procedure considered as having "adverse impact"
Guideline adopted by Federal agencies (Department of Justice, Equal
Employment Opportunity Commission, etc.,) in 1978
If violated, must justify business necessity (i.e., the selection procedure is
essential to the safe & efficient operation)
Example: Hiring
= 50% of male applicants vs 20% female applicants hired (0.2/0.5 = 0.4)
= |s there a business justification for hiring men at a higher rate?



RECALL: EQUALITY VS EQUITY

Inequality

Unequal access to
opportunities

°
Equality? [
Evenly distributed /
tools and assistance

Equity

Custom tools that
identify and address
inequality

Justice

Fixing the system to
offer equal access to
both tools and
opportunities




REQUIREMENTS FOR FAIR ML SYSTEMS

e Understand the environment and its assumptions
= Who are the stakeholders? Any disadvantaged groups?
= What is the target population distribution like?
e |dentify fairness requirements
= What is the ultimate goal of the system being developed?
= What types of harm can be caused as side effects?
= Are we trying to achieve equality vs. equity?
= Are there are any legal requirements to consider?



REQUIREMENTS FOR FAIR ML SYSTEMS

e Understand the environment and its assumptions
= Who are the stakeholders? Any disadvantaged groups?
= What is the target population distribution like?
e |dentify fairness requirements
= What is the ultimate goal of the system being developed?
= What types of harm can be caused as side effects?
= Are we trying to achieve equality vs. equity?
= Are there are any legal requirements to consider?
e Define the interface between the environment & machine (ML)
= \What data will be sensed/measured by Al? Potential biases?
= What types of decisions will the system make? Punitive or assistive?



TYPE OF DECISION & POSSIBLE HARM



TYPE OF DECISION & POSSIBLE HARM

e |f the decision is punitive in nature:
= Harm is caused when a protected group is given an unwarranted

penalty
= e.g. decide whom to deny bail based on risk of recidivism
= Heuristic: Use a fairness metric (separation) based on false positive

rate



TYPE OF DECISION & POSSIBLE HARM

e |f the decision is punitive in nature:
= Harm is caused when a protected group is given an unwarranted
penalty
= e.g. decide whom to deny bail based on risk of recidivism
= Heuristic: Use a fairness metric (separation) based on false positive
rate
e |f the decision is assistive in nature:
= Harm is caused when a group in need is incorrectly denied assistance
= e.g., decide who should receive a loan or a food subsidy
= Heuristic: Use a fairness metric based on false negative rate



REQUIREMENTS FOR FAIR ML SYSTEMS

Understand the environment and its assumptions

= Who are the stakeholders? Any disadvantaged groups?

= Whatis the target population distribution like?
|dentify fairness requirements

= What is the ultimate goal of the system being developed?

= What types of harm can be caused as side effects?

= Are we trying to achieve equality vs. equity?

= Are there are any legal requirements to consider?
Define the interface between the environment & machine (ML)

= What data will be sensed/measured by Al? Potential biases?

= What types of decisions will the system make? Punitive or assistive?
Based on the environmental assumptions and requirements, select the
appropriate fairness metric for the ML component



WHICH FAIRNESS CRITERIA?

e Decision: Does the patient has a high risk of cancer?
e What kind of harm can be caused? Punitive or assistive?
e Criteria: Anti-classification, group fairness, or seperation w/ FPR or FNR?



WHICH FAIRNESS CRITERIA?

- COLLEGE

ADMISSIONS

Decision: Should an applicant be accepted into the program?

What kind of harm can be caused? Punitive or assistive?

What do we want to achieve? Equality or equity?

Criteria: Anti-classification, group fairness, or seperation w/ FPR or FNR?

5.

10



FAIRNESS TREE

Are your interventions
punitive or assistive?

Punitive
(could hurt individuals)

Assistive

(will help individuals)

Among which group are you

most concerned with ensuring
predictive equity?

Intervention
NOT warranted

Everyone w/o regard
for actual outcome

People for whom
intervention is taken

FDR Parity FPR Parity

Can you intervene with
most people with need
or only a small fraction?

Small Fraction

Most People

v

Recall Parity*

Among which group are you
most concerned with ensuring
predictive equity?

Everyone w/o regard
for actual need

People NOT
receiving assistance

People with
actual need

FOR Parity

For details on other types of fairness metrics, see:
https://textbook.coleridgeinitiative.org/chap-bias.html
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https://textbook.coleridgeinitiative.org/chap-bias.html

RECIDIVISM REVISITED

Machine Bias

There's software used across the country to predict future criminals. And it's
biased against blacks.

e COMPAS system, developed by Northpointe
= Used by judges in sentencing decisions
= |In deployment throughout numerous states (PA, FL, NY, WI, CA, etc.,)

ProPublica article


https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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WHICH FAIRNESS DEFINITION?

Table 11.1: COMPAS Fairness Metrics

Metric Caucasian African American
False Positive Rate (F'PR) 23% 45%
False Negative Rate (F' NV R) 48% 28%
False Discovery Rate (F'DR) 41% 37%

e ProPublicainvestigation: COMPAS violates separation w/ FPR & FNR
e Northpointe response: COMPAS is fair because it has similar FDRs across
both races
= FDR=FP/(FP +TP)=1 - Precision
= FPR=FP/(FP+TN)
e Q. Sois COMPAS both fair & unfair at the same time? Which definition is
the "right" one?

Figure from Big Data and Social Science, Ch. 11



https://textbook.coleridgeinitiative.org/chap-bias.html#ref-angwin2016b
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FAIRNESS DEFINITIONS: PITFALLS

FAIRNESS #|
~FAIRMESS#2-

SOME FAIRNESS DEFINITIONS
CAN BE MUTUALLY EXCLUSIVE.

e "Impossibility Theorem": Can't satisfy multiple fairness criteria at once
e Easy to pick some definition & claim that the model is fair
= Butdoes a "fair" model really help reduce harm in the long term?
e |nstead of trying to "fix" bias through a model, can we understand & address
the root causes of bias in the first place?
= Many of these are deeply rooted in our society, and can't be solved
purely through technical means!

A. Chouldechova Fair prediction with disparate impact: A study of bias in recidivism prediction instruments


https://arxiv.org/pdf/1703.00056.pdf
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DATASET CONSTRUCTION
FOR FAIRNESS



FLEXIBILITY IN DATA COLLECTION

e Data science education often assumes data as given
e |nindustry, we often have control over data collection and curation (65%)
e Most address fairness issues by collecting more data (73%)

Challenges of incorporating algorithmic fairness into practice, FAT* Tutorial, 2019 (slides)


https://www.youtube.com/watch?v=UicKZv93SOY
https://bit.ly/2UaOmTG

DATA BIAS

Data Source

° Functional: biases due to platform affordances and algorithm
+ Normative: biases due to community norms

o External: biases due to phenomena outside social platforms
" o MNon-individuals: e.q., organizations, automated
Data Collection

. Acquisitfﬂn: biases due to, e.g., API limits

o Cluerying: biases due to, e.g., query formulation

+ ® Filtering: biases due to removal of data “deemed” irrelevant
Data Processing

° Cleaning: Dlases due to, e.g., default values

° Enrichment: biases from manual or automated annotations
4 . Aggregaticn: e.g., grouping, organizing, or structunng data

Data Analysis
. Qualitative Analyses; ack generalizability, interpret. blases
« Descriptive Statistics: conf g bias, obfusc
o Prediction & Inferences: data representation, pe m. vanations
* » Observational studies: peer effects, select. bias, igr orability
Evaluation

° Metrics: & g., reliability, lack of domain insights

+ Interpretation: e.g., contextual validity, generalizability

» Disclaimers: e.q., lack of negative results and reproducibility

e Bias can beintroduced at any stage of the data pipeline!

Bennett et al., Fairness-aware Machine Learning, WSDM Tutorial (2019).


https://sites.google.com/view/wsdm19-fairness-tutorial




TYPES OF DATA BIAS

e Population bias

e Historical bias

e Behavioral bias

e Content production bias
e Linking bias

Temporal bias

Social Data: Biases, Methodological Pitfalls, and Ethical Boundaries, Olteanu et al., Frontiers in Big Data (2016).



POPULATION BIAS

Gender Skin Color/Type
Data set Female | Male | Darker | Lighter
LFW [15] 22.5% | 77.4% 18.8% 81.2%
IJB-C [28] 37.4% | 62.7% 18.0% 82.0%
Pubfig [35] 50.8% | 49.2% 18.0% 82.0%
CelebA [9] 58.1% | 42.0% 14.2% 85.8%
UTKface [32] 47.8% | 52.2% 35.6% 64.4%
AgeDB [33] 40.6% | 59.5% 5.4% 94.6%
PPB [36] 44.6% | 55.4% 46.4% 53.6%
IMDB-Face [24] 45.0% | 55.0% 12.0% 88.0%

Table 3: Distribution of gender and skin color/type for seven prominent face image data sets.

e Differences in demographics between a dataset vs a target population

e May result in degraded services for certain groups (e.g., poor image
recognition for females & darker skin types)

e Another example: Demographics on social media

Merler, Ratha, Feris, and Smith. Diversity in Faces



https://arxiv.org/abs/1901.10436




HISTORICAL BIAS

@ ceo

All Images Videos News Maps Meanings Settings ~

All Regions ~ Safe Search: Moderate ¥  AllSizes ¥  All Types ¥  All Layouts ¥  All Colors v

o ——

? ' '1
1200 » 500
Cronos CEO: $1.8 billion from Big Tob... Marriott CEO talks... Goldman Sachs may claw back milli...  Coolest thing about Tesla's ¢
marketwatch.com bizjournals.com nypost.com businessinsider.com

) 4
1000 = 1000 1000 x 750

Croatian Doctor To...  Lufthansa CEO Says Birit... ‘The ideal match’: Lululemon...  Fairview names St... CEO pay: Top 10 higheg
croatiaweek.com skift.com business.financialpost.com bizjournals.com usatoday.com

e Dataset matches the reality, but certain groups are under- or over-
represented due to historical reasons



BEHAVIORAL BIAS
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Figure 2: Fitted P(ay) and P(a_) depending on combinations of gender and race of the reviewed worker. Points show
expected values and bars standard errors. In Fiverr, Black workers are less likely to be described with adjectives for

positive words, and Black Male workers are more likely to be described with adjectives for negative words.

e Differences in user behavior across platforms or social contexts
e Example: Freelancing platforms (Fiverr vs TaskRabbit)
= Bias against certain minority groups on different platforms

Bias in Online Freelance Marketplaces, Hannak et al., CSCW (2017).



FAIRNESS-AWARE DATA COLLECTION

Fairness-aware Machine Learning, Bennett et al., WSDM Tutorial (2019).



FAIRNESS-AWARE DATA COLLECTION

e Address population bias
= Does the dataset reflect the demographics in the target population?
= |f not, collect more data to achieve this

Fairness-aware Machine Learning, Bennett et al., WSDM Tutorial (2019).



FAIRNESS-AWARE DATA COLLECTION

e Address population bias
= Does the dataset reflect the demographics in the target population?

= |f not, collect more data to achieve this

e Address under- & over-representation issues
= Ensure sufficient amount of data for all groups to avoid being treated

as "outliers" by ML
= Also avoid over-representation of certain groups (e.g., remove

historical data)

Fairness-aware Machine Learning, Bennett et al., WSDM Tutorial (2019).



FAIRNESS-AWARE DATA COLLECTION

e Address population bias
= Does the dataset reflect the demographics in the target population?
= |f not, collect more data to achieve this
e Address under- & over-representation issues
= Ensure sufficient amount of data for all groups to avoid being treated
as "outliers" by ML
= Also avoid over-representation of certain groups (e.g., remove
historical data)
e Data augmentation: Synthesize data for minority groups to reduce under-
representation

= Observed: "He is a doctor" -> synthesize "She is a doctor"

Fairness-aware Machine Learning, Bennett et al., WSDM Tutorial (2019).



FAIRNESS-AWARE DATA COLLECTION

Address population bias
= Does the dataset reflect the demographics in the target population?
= |f not, collect more data to achieve this
Address under- & over-representation issues
= Ensure sufficient amount of data for all groups to avoid being treated
as "outliers" by ML
= Also avoid over-representation of certain groups (e.g., remove
historical data)
Data augmentation: Synthesize data for minority groups to reduce under-
representation
= Observed: "He is a doctor" -> synthesize "She is a doctor"
Fairness-aware active learning
= Evaluate accuracy across different groups
= Collect more data for groups with highest error rates

Fairness-aware Machine Learning, Bennett et al., WSDM Tutorial (2019).



BREAEKOUT: COLLEGE ADMISSION

g

P

" COLLEGE
ADMISSIONS

e Features: GPA, GRE/SAT, gender, race, undergrad institute, alumni
connections, household income, hometown, etc.,
e Type into #lecture in Slack:
= What are different sub-populations?
= What are potential sources of data bias?
= What are ways to mitigate this bias?



DATA SHEETS

Demographic Characteristic Value
Percentage of female subjects 22.5%
Percentage of male subjects 77.5%
Percentage of White subjects 83.5%
Percentage of Black subjects 8.47%
Percentage of Asian subjects 8.03%
Percentage of people between 0-20 years old 1.57%

Percentage of people between 21-40 years old  31.63%
Percentage of people between 41-60 years old  45.58%
Percentage of people over 61 years old 21.2%

e A process for documenting datasets
e Common practice in the electronics industry, medicine
e Purpose, provenance, creation, composition, distribution
= "Does the dataset relate to people?"
= "Does the dataset identify any subpopulations (e.g., by age,
gender)?"

Datasheets for Dataset, Gebru et al., (2019). https://arxiv.org/abs/1803.09010


https://arxiv.org/abs/1803.09010
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MODEL CARDS

Model Card - Toxicity in Text

Maodel Details

» The TOXICITY classifier provided by Perspective APT [32],
trained to predict the likelihood that a comment will be
perceived as toxic,

« Convolutional Neural Network

& Developed by Jigsaw in 2017,

Intended Use

s Intended to be used for a wide range of use cases such as
supporting human moderation and F:I!'I.":-'\.'i.l,l.i.:l'l!: feedback to
comment authors.

« Not intended for fully automated moderation.

e Mot intended to make judgments about .-;]u-{-ir‘:r individuals

Factors

s [dentity terms referencing frequently attacked groups, fo-
cusing on sexual orientation, gender identity, and race,

Metrics

s Pinned AUC, as presented in [11], which measures
threshold-agnostic separability of toxic and non-toxic com-
ments for each group, within the context of a background
distribution of other groups

Ethical Considerations

s Following [31], the Perspective API uses a set of values
to guide their work, These values are Community, Trans-

parency, Inclusivity, Privacy, and Topic-neutrality. Because

. : 3 2 a ¥

Training Data

# Proprietary from Perspective API Following details in [11]
and [32], this includes comments from a online forums such
as Wikipedia and New York Times, with crowdsourced
labels of whether the comment is "toxic”

& “Toxic” is defined as “a rude, disrespectful, or unreasonable
comment that is likely to make yvou leave a discussion.”

Evaluation Data

+ A synthetic test set !;p:u-r.urg-d using a h.'|'|I|:li:|1|:'-'|'|.|~i1:||. ap-

proach, as suggested in [11], where identity terms are

swapped into a variety of template sentences

Synthetic data is valuable here because []'I] shows that

real data often has disproportionate amounts of toxicity

directed at specific groups. Synthetic data ensures that we

L

evaluate on data that represents both toxic and non-toxic
statements referencing a variety of groups

-,

“aveats and Recommendations

Synthetic test data covers only a small set of very specific
comments, While these are designed to be representative of
common use cases and concerns, it is not comprehensive.

See also: https://modelcards.withgoogle.com/about

Mitchell, Margaret, et al. "Model cards for model reporting." In Proceedings of the Conference on fairness,
accountability, and transparency, pp. 220-229. 2019.


https://modelcards.withgoogle.com/about
https://www.seas.upenn.edu/~cis399/files/lecture/l22/reading2.pdf
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MODEL EXPLORATION

Datapoint Editor ~ Performance & Fairness ~ Features 500 datapoints loaded Q @
icualize A Binning | X-Axis Binning | Y-Axis Color By Label By Scatter | X-Axis Scatter | Y-Axis
(none) v (none) ~  Inferenc.. ~  (default) ~ (default) ~ Inference:~

@® Datapoints () Partial dependence plots

7' Show nearest counterfactual datapoint @ L1 O L2 @ _

Jag® o O geo g0

Show similarity to selected datapoint () g ' ‘ . .
Edit | Datapoint 165

< > DO ® = 1= E Qsearchfeatures

Feature name Value(s)

age 31

capital-gain 0

capital-loss 0 il

education Some-college oee

education-num 10

hours-per-week 40

marital-status Married-civ-spouse oee

native-country United-States

necunatinn Evan-mananarial aaa
Infer | Datapoint 165 A i § Legend

Run inference 1]

— 8 Colors

Run Label Score Delta B d by Inference label

1 0 (<=50K) 0.547 3 : :Zggk

1 1 (>50k) 0.455 T

Google What-If Tool



https://pair-code.github.io/what-if-tool/demos/compas.html

FEEDBACK LOOPS



FEEDBACK LOOPS

_—» biased outcomes
biased trainina data biased telemetry

Iy

"Big Data processes codify the past. They do not invent the
future. Doing that requires moralimagination, and that’s
something only humans can provide. " -- Cathy O'Neil in
Weapons of Math Destruction


https://cmu.primo.exlibrisgroup.com/permalink/01CMU_INST/6lpsnm/alma991016462699704436

EXAMPLE: PREDICTIVE POLICING

Model: Use historical data to predict crime rates by neighborhoods
Increased patrol => more arrested made in neighborhood X

New crime data fed back to the model

Repeat...

Q. Other examples?



LONG-TERM IMPACT OF ML

State of the world «----------------- Individuals
A
Measurement Action Feedback
' Learning -
Data > Model

e ML systems make multiple decisions over time, influence the behaviors of
populations in the real world
e But most models are built & optimized assuming that the world is static!
e Difficult to estimate the impact of ML over time
= Need to reason about the system dynamics (world vs machine)
= e.g., what's the effect of a loan lending policy on a population?




LONG-TERM IMPACT & FAIRNESS

Cumulative loans
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e Deploying an ML model with a fairness criterion does NOT guarantee

improvement in equality/equity over time
e Even if a model appears to promote fairness in short term, it may result

harm over a long-term period

Fairnessis not static: deeper understanding of long term fairness via simulation studies, in FAT* 2020.


https://dl.acm.org/doi/abs/10.1145/3351095.3372878




MONITORING AND
AUDITING



MONITORING & AUDITING



MONITORING & AUDITING

e Continuously monitor for:

Mismatch between training data, test data, and instances that you
encounter in deployment

Fairness metrics: Is the system yielding fair results over time?
Population shifts: May suggest needs to adjust fairness
metric/thresholds

User reports & complaints: Log and audit system decisions perceived
to be unfair by users



MONITORING & AUDITING

e Continuously monitor for:
= Mismatch between training data, test data, and instances that you
encounter in deployment
= Fairness metrics: Is the system yielding fair results over time?
= Population shifts: May suggest needs to adjust fairness
metric/thresholds
= User reports & complaints: Log and audit system decisions perceived
to be unfair by users
e Deploy escalation plans: How do you respond when harm occurs due to
system?
= Shutdown system? Temporary replacement?
= Maintain communication lines to stakeholders



MONITORING & AUDITING

e Continuously monitor for:
= Mismatch between training data, test data, and instances that you
encounter in deployment
= Fairness metrics: Is the system yielding fair results over time?
= Population shifts: May suggest needs to adjust fairness
metric/thresholds
= User reports & complaints: Log and audit system decisions perceived
to be unfair by users
e Deploy escalation plans: How do you respond when harm occurs due to
system?
= Shutdown system? Temporary replacement?
= Maintain communication lines to stakeholders
e |nvite diverse stakeholders to audit system for biases



MONITORING & AUDITING

Static models Refreshed models
A A
W .
z g
2 s
- ol
Time Time

e Continously monitor the fairness metric (e.g., error rates for different

groups)
e Re-train model with recent data or adjust classification thresholds if needed

e Recall: Data drifts in the Data Quality lecture



MONITORING TOOLS: EXAMPLE

A@C]U”OS Code About

Bias & Fairness Audit

Bias and Fairness Audit Toolkit

The Bias Report is powered by Aequitas, an open-source bias audit toolkit for machine learning developers, analysts, and policymakers
to audit machine learning models for discrimination and bias, and make informed and equitable decisions around developing and

deploying predictive risk-assessment tools.

Selech Select Fairness The Bias

Upload Data . Pgﬁr'g?l:?;id Metrics Report

http://aequitas.dssg.io/


http://aequitas.dssg.io/

MONITORING TOOLS: EXAMPLE

Audit Results: Bias Metrics Values

race

Attribute Value False Discovery Rate Disparity False Positive Rate Disparity
African-American 0.91 1.91

Asian 0.61 0.37

Caucasian 1.0 1.0

Hispanic 1.12 0.92

Native American 0.61 1.6

Other 1.12 0.63

e Continuously make fairness measurements to detect potential shifts in data,
population behavior, etc.,



MONITORING TOOLS: EXAMPLE

»

»

»

»
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* *
2. o
Av AiA
Policymaker Data Scientist

* Involve policy makers in the monitoring & auditing process




BUILDING FAIR ML-BASED
SYSTEMS: BEST PRACTICES



START EARLY!

Think about system goals and relevant fairness concerns
Analyze risks & harms to affected groups

Understand environment interactions, attacks, and feedback loops (world
vs machine)

Influence data acquisition
Define quality assurance procedures
= separate test sets, automatic fairness measurement, testing in
production
= telemetry design and feedback mechanisms
= incidence response plan



BEST PRACTICES: TASK DEFINITION

Clearly define the task & model’s intended effects

e Try to identify and document unintended effects & biases
Clearly define any fairness requirements

e nvolve diverse stakeholders & multiple perspectives

e Refine the task definition & be willing to abort

Swati Gupta, Henriette Cramer, Kenneth Holstein, Jennifer Wortman Vaughan, Hal Daumé lll, Miroslav Dudik,
Hanna Wallach, Sravana Reddy, Jean GarciaGathright. Challenges of incorporating algorithmic fairness into
practice, FAT* Tutorial, 2019. (slides)


https://www.youtube.com/watch?v=UicKZv93SOY
https://bit.ly/2UaOmTG

BEST PRACTICES: CHOOSING A DATA SOURCE

e Think critically before collecting any data
e Check for biases in data source selection process
e Try to identify societal biases present in data source
e Check for biases in cultural context of data source
Check that data source matches deployment context
Check for biases in

= technology used to collect the data

= humans involved in collecting data

= sampling strategy
e Ensure sufficient representation of subpopulations
e Check that collection process itself is fair & ethical

How can we achieve fairness without putting a tax on already disadvantaged
populations?
Swati Gupta, Henriette Cramer, Kenneth Holstein, Jennifer Wortman Vaughan, Hal Daumé lll, Miroslav Dudik,

Hanna Wallach, Sravana Reddy, Jean GarciaGathright. Challenges of incorporating algorithmic fairness into
practice, FAT* Tutorial, 2019. (slides)


https://www.youtube.com/watch?v=UicKZv93SOY
https://bit.ly/2UaOmTG




BEST PRACTICES: LABELING AND PREPROCESSING

e Check for biases introduced by
= discarding data
= bucketing values
= preprocessing software
= |abeling/annotation software
= human labelers
e Data/concept drift?

Auditing? Measuring bias?

Swati Gupta, Henriette Cramer, Kenneth Holstein, Jennifer Wortman Vaughan, Hal Daumé lll, Miroslav Dudik,
Hanna Wallach, Sravana Reddy, Jean GarciaGathright. Challenges of incorporating algorithmic fairness into
practice, FAT* Tutorial, 2019. (slides)


https://www.youtube.com/watch?v=UicKZv93SOY
https://bit.ly/2UaOmTG

BEST PRACTICES: MODEL DEFINITION AND
TRAINING

Clearly define all assumptions about model

Try to identify biases present in assumptions
Check whether model structure introduces biases
e Check objective function for unintended effects

e Consider including “fairness” in objective function

Swati Gupta, Henriette Cramer, Kenneth Holstein, Jennifer Wortman Vaughan, Hal Daumé I, Miroslav Dudik,
Hanna Wallach, Sravana Reddy, Jean GarciaGathright. Challenges of incorporating algorithmic fairness into
practice, FAT* Tutorial, 2019. (slides)


https://www.youtube.com/watch?v=UicKZv93SOY
https://bit.ly/2UaOmTG

BEST PRACTICES: TESTING & DEPLOYMENT

e Check that test data matches deployment context
e Ensure test data has sufficient representation

e Continue to involve diverse stakeholders

e Reuvisit all fairness requirements

e Use metrics to check that requirements are met

e Continually monitor

= match between training data, test data, and instances you encounter
in deployment

= fairness metrics
= population shifts
= yser reports & user complaints

e |nvite diverse stakeholders to audit system for biases

Swati Gupta, Henriette Cramer, Kenneth Holstein, Jennifer Wortman Vaughan, Hal Daumé lll, Miroslav Dudik,

Hanna Wallach, Sravana Reddy, Jean GarciaGathright. Challenges of incorporating algorithmic fairness into
practice, FAT* Tutorial, 2019. (slides)


https://www.youtube.com/watch?v=UicKZv93SOY
https://bit.ly/2UaOmTG

FAIRNESS CHECKLIST

Envision
Consider doing the following items in moments like:

e Envisioning meetings

® Pre-mortem screenings

e Product greenlighting meetings

1.1 Envision system and scrutinize system vision
1.1.a Envision system and its role in society, considering:
e System purpose, including key objectives and intended uses or applications
o Consider whether the system should exist and, if so, whether the system should use Al
e Sensitive, premature, dual, or adversarial uses or applications
o Consider whether the system will impact human rights
o Consider whether these uses or applications should be prohibited

e Expected deployment contexts (e.g., geographic regions, time periods)

e Expected stakeholders (e.g., people who will make decisions about system adoption, people who will use
the system, people who will be directly or indirectly affected by the system, society), including
demographic groups (e.g., by race, gender, age, disability status, skin tone, and their intersections)

e Expected benefits for each stakeholder group, including demographic groups

e Relevant regulations, standards, guidelines, policies, etc.

1.1.b  Scrutinize resulting system vision for potential fairness-related harms to stakeholder groups, considering:

e Types of harm (e.g., allocation, quality of service, stereotyping, denigration, over- or underrepresentation)

Co-Designing Checklists to Understand Organizational Challenges and Opportunities around Fairness in Al, Madaio
et al (2020).


http://www.jennwv.com/papers/checklists.pdf




SUMMARY

Requirements engineering for fair ML systrems
= Stakeholders, sub-populations & unfair (dis-)advantages
= Types of harms
= Legal requirements

Dataset construction for fairness

Consideration for the impact of feedback loops

Continous montoring & auditing for fairness



